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“Lawyers’ jobs are a lot less safe than we 

think.”1

“Law is seen as the lucrative profession 

perhaps most at risk from the recent advances 

in A.I. because lawyers are essentially word 

merchants.”2

“No, lawyers won’t be replaced by artificial 

intelligence. Yet. Give it a few years.”3

“The notoriously change-averse legal industry 

will face a particularly abrupt disruption by AI.”4

Law firms “fail to appreciate how quickly 

the pace of exponential change can be.”5

“Firms too slow to adapt to AI . . . will suffer 

a competitive disadvantage.”6 

“AI will replace lawyers . . . who fail to adapt 

with it.”7 

“It may even be considered legal malpractice 

not to use AI one day.”8 

“The sky is falling! The sky is falling!”9

T
his is the tenth article series by The 

InQuiring Lawyer addressing a topic 

that Colorado lawyers may discuss 

privately but rarely talk about pub-

licly. The topics in this column are explored 

through dialogues with lawyers, judges, law 

professors, law students, and law school deans, 

as well as entrepreneurs, computer scientists, 

programmers, journalists, business leaders, 

politicians, economists, sociologists, mental 

health professionals, academics, children, 

gadflies, and know-it-alls (myself included). If 

you have an idea for a future column, I hope you 

will share it with me via email at rms.sandgrund@

gmail.com.

This two-part article examines whether 

lawyers will soon be replaced by machines 

and, more important, whether the InQuiring 

Lawyer’s days as a columnist are numbered. Part 

1 consists of an interview with Professor Harry 

Surden, a nationally known law professor, former 

software engineer, and expert on the intersection 

between artificial intelligence (AI) and legal 

practice. Also weighing in is ChatGPT-3.5, an 

artificial language program. Part 2 will feature 

The InQuiring Lawyer’s version of a battle rap, 

giving readers the opportunity to compare the 

wit and wisdom of The InQuiring Lawyer and 

ChatGPT as expressed in their parallel humorous 

essays about lawyers.

Introduction 
Did the quotes at the start of this article get your 

attention? Did they strike you as tech hype? 

Fear-mongering? Just clickbait for lawyers?

I love science fiction books and movies 

about the coming l’apocalypse de la machine. 

I feasted on Isaac Asimov’s Robot series, with 

its three laws of robotics10—instructions built 

into robots so they don’t harm humans—and its 

chief protagonist R. Daneel Olivaw, a humanoid 

detective who helps solve murders involving 

apparent violations of the three laws. Two of 

my favorite movies are Blade Runner, based 

on Phillip Dick’s Do Androids Dream of Electric 

Sheep?, and Ridley Scott’s Alien. In both movies, 

androids create more than a few problems for 

their creators. And I loved James Cameron’s 

The Terminator, involving an existential war 
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across time between humans and their creation, 

Skynet,11 and Skynet’s cyborgs. Standing as a 

beacon of hope are Data, from Star Trek the Next 

Generation, and R2-D2, C-3PO, and BB-8, from 

Star Wars, who serve faithfully alongside their 

human creators. Not so much HAL.12

But I digress. 

This dialogue may seem a bit pedestrian 

in the shadow of these monumental science 

fiction works, but it concerns an issue that 

should be creeping onto every lawyer’s and law 

firm’s radar screens: the encroachment by—or 

maybe, more hopefully, a collaboration with—AI. 

Word processing, e-discovery, and searchable 

legal databases were all adopted during my 

legal career, and each had profound effects on 

the day-to-day practice of law, legal ethics, the 

business of law, and the attorney job market. 

Many of us recall the gross inefficiencies of 

practicing law in the 20th century: (1) typing 

(and retyping) briefs and contracts on paper 

using a typewriter; (2) employing Wite-Out®; (3) 

printing, copying, and snail-mailing legal briefs 

to opposing counsel and the court; (4) tunneling 

through boxes of court-stored paper files; (5) 

hiring persons called “legal secretaries” to type 

one’s handwritten notes and dictation onto 

paper; (6) sending letters to opposing counsel 

using something called the “US Post Office,” 

and wondering if they ever arrived and whether, 

in a week or two, you might get a response; (7) 

driving to a law library to conduct legal research, 

including wading through volumes and volumes 

of Shepard’s Citations to see if that fantastic case 

you are relying on has been overruled; and (8) 

spending weeks arranging your client’s dusty 

and creased business records in chronological 

order and then reading them line by line to see if 

there was anything relevant or privileged in there. 

For newer lawyers snickering at these exam-

ples, I ask: Are you ready for the day when an AI 

program could write a brief or a contract that 

is far better than anything you could produce? 

What if you can’t afford to purchase the AI 

program? And what about your kids: will you be 

encouraging them to go to law school if it looks 

like AI will be performing over 50% of the work 

lawyers currently perform? 

All of which raises the question whether we 

are at an inflection point, like when seemingly 

overnight tens of thousands of horses were 

put out to pasture following the arrival of the 

mass-produced automobile in 1910, or when 

thousands of elevator operators looked for 

new jobs after the widespread acceptance of 

automatic elevators in 1950, or when most travel 

agents went extinct in the early 2000s. Hello 

Expedia, Kayak, and Booking.com! 

There are dozens and dozens of practical, 

legal, ethical, moral, and business issues tied 

up in AI performing legal and judicial tasks, 

from writing contracts, to interviewing potential 

clients online or virtually via holograms (did you 

know that research shows that clients are often 

more honest talking to a robot than a human?13), 

to predicting the settlement value of a personal 

injury case, to determining appropriate bail 

and jail sentences untainted by cognitive and 

structural biases,14 to providing access to justice 

to hundreds of thousands of folks who cannot 

find or afford a lawyer willing to help them, 

to—well, the list is quite long. 

To keep things simple, this dialogue will 

focus mainly on a singular legal task that large 

language models using AI may soon perform as 

well or better lawyers: writing a motion and brief 

addressing discrete legal issues. ChatGPT’s utility 

in transactional work will not to be addressed 

here. (I heard from one reliable source that a Big 

Law partner reviewed a first draft of a merger 

agreement created by ChatGPT and reported 

it was as good or better than any first draft he 

had seen.)

Participants
ChatGPT is a computer program. 

I interviewed version GPT-3.5. 

Version GPT-4 is now available 

as a subscription service.

The InQuiring Lawyer is a 

human being with an opinion 

on everything. 

Professor Harry Surden is a hu-

man being. He is also a professor 

at the University of Colorado Law 

School. He joined the faculty in 

2008. His scholarship focuses on 

legal informatics, AI and law (including machine 

learning and law), legal automation, and issues 

concerning self-driving/autonomous vehicles. 

He also studies intellectual property law with 

a substantive focus on patents and copyright, 

and information privacy law. Before joining 

CU, Professor Surden was a resident fellow 

at the Stanford Center for Legal Informatics 

(CodeX) at Stanford Law School. In that capacity, 

Professor Surden conducted interdisciplinary 

research with collaborators from the Stanford 

School of Engineering exploring the application 

of computer technology toward improving 

the legal system. Before attending law school, 

Professor Surden worked as a software engineer 

for Cisco Systems and Bloomberg L.P.

A Glimpse Into the Future 
The InQuiring Lawyer: Professor 

Surden, could you tell us why you 

transitioned from software engineer 

to attorney and law professor?

Professor Harry Surden: I was always 

interested in both the technical and 

social science and humanities side 

of topics. As an undergraduate, I took 

a broad range of courses, studying computer 

science as well as political science, philosophy, 

and even an undergraduate law course. When 

I graduated and entered the world of software 

engineering, working first in finance at 

Bloomberg L.P. and then at Cisco Systems, I 

found it fascinating working with and program-

ming these vast and complex computer systems. 

Particularly at Bloomberg, as a software engineer, 

I saw how technology was transforming finance 

in the late 1990s. One thought in the back of 

my mind was the idea that a similar transfor-

mation could somehow impact law as well, 

perhaps empowering the public and, hopeful-

ly, bettering society. After several years as a 

software engineer, I decided to pursue the 

other, nontechnical side of my interests, by 

pursuing a law degree at Stanford. My hope 

was that I could eventually become a law pro-

fessor and combine my two interests, studying 

artificial intelligence and law. There, with the 

support of several professors, I helped cofound  

CodeX in 2005. Since then, my excellent col-

leagues have been pursuing this goal.
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InQ: Why does AI interest you as a law 

professor?

Prof. Surden: There are a few reasons. 

One is the idea that we may be able to use the 

technology to help those who are underserved 

by lawyers. By some accounts, 80% of people 

in the United States who need legal assistance 

are unable to obtain or afford it. One approach 

would be to fully fund legal help for all those 

who need it. But it has been 50-plus years, 

and our country does not seem to want to do 

that. Another idea in the back of my mind was 

that perhaps AI or other similar technologies 

could help bridge this access to justice gap. In 

a similar vein, I always thought that law made 

itself much more difficult to understand, to the 

non-legally educated person, than it needed to 

be. In my opinion, law often unjustifiably cloaks 

itself in jargon, obscuring certain ideas from 

being understandable. While some areas of law 

are justifiably complex, others are—perhaps 

through no one’s intention or fault—actually 

quite simple underneath but difficult for a 

typical person to understand. The similar 

hope was to make law more understandable 

to the lay public, perhaps by using technology, 

so that we are all more aware and capable of 

engaging with the laws that govern us. Finally, 

as a software engineer, I find the whole topic 

of AI completely fascinating. The idea that one 

can, however imperfectly, encode linguistic 

meaning using math, continues to amaze me 

to this day.

InQ: Since many readers are not familiar 

with either the technology or the jargon that 

fills the AI space, perhaps you could define—

in words a lawyer born in the 1960s would 

understand—various terms, and maybe give 

a simple example of each, starting with the 

term “algorithm.”

Prof. Surden: An algorithm is a series of 

well-defined instructions designed to perform 

a specific task, such as sorting a list of numbers 

from largest to smallest. To use an analogy, it is 

a little like a recipe in cooking, where each step 

must be meticulously followed in the correct or-

der and precise amounts. However, an algorithm 

is usually a high-level, more abstract version of 

a recipe, where the instructions are represented 

generally—usually in math—rather than in the 

language of a particular computer program, like 

Javascript or Python. Programmers then follow 

this high-level algorithm recipe and create an 

actual computer program that carries out the 

steps, but using a particular programming 

language, such as Python, Javascript, or C. The 

same high-level algorithm can be written or 

“implemented” many different ways, in different 

computer programming languages, as long 

as the computer programs follow the precise 

instructions and contours of the algorithm’s 

math. So, we can think of the algorithm as the 

higher-level, but still precise, description of 

the process, and the computer program as a 

practical way to actually carry out the algorithm’s 

process. Sometimes, as shorthand, people 

talk about a particular implementation of an 

algorithm in a particular computer program 

as the algorithm itself.

InQ: What is “artificial intelligence”? 

Prof. Surden: There is probably no one 

definition of artificial intelligence that everyone 

would agree with. But a definition that I find 

useful is the following: Using computers to 

solve problems, make predictions, answer 

questions, or make automated decisions or 

actions, on tasks that when done by people, 

typically require “intelligence.” 

There is also no one definition of intelligence 

that people will agree with, but for our purposes, 

we can think of it loosely as higher-order 

cognitive skills—such as abstract reasoning, 

problem solving, use of language, learning, 

and visual processing—that are associated 

with advanced human thinking.

Thus, for example, there are a number of ac-

tivities that people do that are thought to involve 

many of these higher-order processes, such as 

playing chess, solving problems, driving a car, 

reading, discussing philosophy, and writing. 

When we use a computer to solve any one of 

these tasks—that in humans are associated with 

higher-order cognitive functions—it is called 

an artificial intelligence task. But AI computer 

systems accomplish these tasks very differently 

than humans do.

InQ: What about the term “machine learn-

ing”? What does that mean? 

Prof. Surden: Machine learning is a way 

of creating AI systems in which the computer 

learns useful patterns from data. This is in 

contrast to people manually creating rules 

for the computer to follow. A good example 

of machine learning is email spam detection. 

We can think of a few ways to detect email 

spam. One way would be to manually craft a 

list of words that we think are associated with 

spam based on our personal experience, such 

as “free” or “award.” However, this is a “brittle” 

approach that will not cover every case and will 

not adapt over time. A better way—and the way 

it works today in most cases—is to have an AI 

machine learning system “learn” what spam 

looks like by analyzing emails for patterns. So, 

instead of giving the computer a list of words, 

we instead click the “spam” button on our email 

systems to indicate to the system that we think 

a particular email is spam. This is, in effect, 

giving the email program an example of spam 

that it can scan for patterns. On its own, it has 

an algorithm that is designed to spot words, or 

other features, that appear unusually frequently 

in spam emails versus wanted emails. So, 

machine learning in this context is giving the 

algorithm examples of what we are interested 

in, and having it “learn” patterns from those 

examples, usually using statistics, rather than 

manually crafting the rules.
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InQ: Can you compare machine learning to 

“formal rule representations” for us?

Prof. Surden: In a certain way, formal rule 

representation is the opposite of machine 

learning. It involves people with expertise 

crafting precise rules about the way things 

work. However, these rules are created in such 

a way that a computer can process them and 

check for violations. This has also been a very 

successful approach in certain other areas. A 

good example of this is tax preparation software, 

which involves manually created rules.

InQ: In researching this article, I have run 

across the phrase “having humans in the loop.” 

What does that phrase mean?

Prof. Surden: There are many areas that 

involve judgment and estimates. In a computer 

program, there are a few options when we 

encounter one of these. One option is to just 

let the computer make its best guess, using its 

algorithms, and then continue on. Another 

approach is to pause and send the decision 

to a human to weigh in on and possibly ulti-

mately decide the matter. This is an example 

of having humans in the loop. A good example 

of this involves an airplane’s autopilot, where 

the airplane’s automation does some of the 

assessment in terms of takeoff and landing but 

much of the time the end judgment remains 

in the pilot’s hands, in terms of making the 

ultimate flying decisions. The human pilot is 

“in the loop” rather than having the plane’s 

flying being fully automated.

InQ: Can you contrast “strong AI” and 

“artificial general intelligence,” or “AGI,” for 

the readers?

Prof. Surden: Strong AI is the aspiration—

which does not exist yet—of computer systems 

that could meet or exceed the level of human 

intelligence across all areas. By contrast, today, 

even the most advanced computer large lan-

guage systems, such as GPT-4, are not quite at 

the level of humans across all fields of human 

endeavor. Thus, strong AI is currently fictional 

and something we only see in entertainment, 

such as the C-3PO robot in Star Wars. Re-

searchers are uncertain if, or when, we will ever 

achieve strong AI. 

InQ: Last, can you explain what’s meant by 

“AI chat” or “chat bot programs,” which I will 

refer to during our discussion as “chat AI” and 

which have garnered a lot of press of late due 

to programs like ChatGPT. 

Prof. Surden: ChatGPT is a chat-based 

interface to an underlying technology known 

as GPT,15 made by a company called OpenAI. 

It is an extremely advanced version of an AI 

technology known as a large language model. 

Essentially, ChatGPT is a huge breakthrough in 

AI that occurred last year in 2022, which allows 

language models to reason, solve problems, 

and answer questions at near-human—or in 

some cases, above-human—ability. There is a 

free version of ChatGPT available to the public 

known as 3.5, and then there is a state-of-the-art 

advanced version called GPT-4, just released 

in March 2023, which is incredible. It is much 

improved over ChatGPT-3.5.

InQ: Can you explain to our readers what 

chat AI programs like ChatGPT are, what they 

do, and how they work?

Prof. Surden: Essentially, programs like 

ChatGPT are machine-learning programs, 

based on an approach using deep-learning 

neural networks, that read vast amounts of text, 

huge portions of the internet, books, and so on. 

By analyzing so much human-produced text, 

they learn the fundamental patterns underlying 

human language and can produce human-like 

text. They are fundamentally text generators 

and basically just predict the next word, based 

on what has been asked in the “prompt” (e.g., 

“Write me a poem”) as well as what the system 

has written so far (e.g., “The cat sat . . . .”). The 

program uses the prompt, plus what it’s already 

written, to predict the next word. Amazingly, 

advanced versions of these systems, particularly 

the most recent GPT-4, are also able to do 

problem solving and reasoning. This was quite 

unexpected to most AI researchers, including 

me. The ability to solve problems seems to be 

an “emergent” and unexpected property of 

making these programs so big, and due to very 

excellent engineering on the part of OpenAI. 

These AI advances represent a huge leap in the 

state of the art compared to just last year, 2022, 

when AI systems could not reliably understand 

what was asked of them, nor reliably follow 

instructions and produce useful results, the 

way that GPT-4 can.

InQ: The more I read about chat AI programs, 

the more I have come to believe these programs 

are “dumb,” riddled with hallucinations—false-

hoods—and yet they can appear very “smart” to 

someone using the program. Are these programs 

smart, dumb, or somewhere in between?

Prof. Surden: I hesitate to answer that, 

because I think that it risks comparing them 

too much to humans, which they are decidedly 

not. I frame them as “useful” or “not useful.” 

ChatGPT-3.5 released in November 2022, was 

the first general AI system, in my opinion, 

that was actually useful across a wide variety 

of tasks. GPT-4, released in March 2023, was 

even more useful. They are getting better, as the 

technology improves, in giving more accurate 

and more reliable answers, and the difference 

between GPT-3.5 and GPT-4 is an example of 

this. I expect these types of programs to only 

get better, in terms of usefulness and accuracy, 

over time.

InQ: Do you believe that current chat AI 

technology, similar to ChatGPT, could write a 

Amazingly, 
advanced versions 
of these systems, 
particularly the 
most recent 
GPT-4, are 
also able to do 
problem solving 
and reasoning. 
This was quite 
unexpected 
to most AI 
researchers, 
including me. 
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legal brief suitable for filing in court? If not, how 

long do you think it will be until this is possible?

Prof. Surden: Based on my research, the 

free GPT-3.5 is not quite up to the task. The 

more advanced GPT-4, however, is capable of 

producing a good first draft of a legal motion. 

However, you definitely would not want to file 

it directly in court. Rather, it would need to 

be double-checked for errors and subject to 

additional reasoning and analysis by humans. 

I would not recommend using GPT-4 directly 

to do this currently. There are legal tech sys-

tems, such as CaseText, that use GPT-4 in the 

background, but they are built by lawyers and 

have privacy safeguards. That is a better way to 

go in my opinion.

InQ: Would writing such a brief always 

require significant human collaboration, or 

do you expect AI to reach the point where the 

program by itself could scan a motion and 

supporting brief and generate a top-notch 

file-worthy response?

Prof. Surden: I think for certain basic, 

non-complicated legal cases, we’re not far 

from the day where a technology similar to 

GPT-4 can create a solid first draft of a motion 

that can, with significant double-checking and 

additional analysis, be ready to file. I think for 

more complicated cases that form the backbone 

of many law practices, these technologies should 

be treated as “first-draft” machines rather than 

fully fledged motion-producing products.

InQ: If we reach the point where AI could 

generate a legal brief that, to a reader—like a 

judge—is as well-researched and persuasive as 

one generated by a skilled attorney, producing 

as good or better legal outcomes, is there any 

reason why such briefs should not be used 

rather than human-generated briefs? Would 

your answer change if AI could produce a 

brief as good as that written by our finest legal 

minds? Is so, might it be legal malpractice for an 

attorney not to employ the best AI brief-writing 

program? 

Prof. Surden: I think it depends on how 

good and accurate the automatically produced 

briefs are, and how complicated the case is. 

It is hard to know at this point, but for now, I 

would still want lawyers using this technology 

only as a first draft.

InQ: What about the ethics of lawyers 

using AI to write briefs? Does such activity 

run headlong into various legal ethics rules? 

For example, current rules generally require 

lawyers to identify adverse controlling legal 

authority; not to misstate facts or the law; not 

to mislead the court; and, to discharge their 

duties consistent with their capacity as officers 

of the court.16 Are these rules going to need to 

change and, if so, how? 

Prof. Surden: I would not recommend that 

lawyers use ChatGPT-3.5 or GPT-4 directly 

today. If they enter in private or sensitive client 

information to OpenAI, they could run afoul 

of ethical privacy rules, and may even effect a 

waiver of confidentiality privileges.17 Rather, I 

recommend using a legal technology service 

that is built upon AI but has privacy and security 

guarantees on top of it. I think the technology 

needs some good, independent testing before 

we can advocate using it more broadly. Also, 

attorneys need to be sure to double-check 
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AI work product the same way they would 

double-check the product of a junior associate.

InQ: If the ethical rules don’t change, 

wouldn’t lawyers then need to duplicate all 

the work their AI brief-writing programs saved 

them from doing so those lawyers could then 

certify that the brief meets all the ethical rules 

applicable to court filings? If the rules don’t 

change, will that hamstring lawyers from pro-

ducing the best briefs on behalf of their clients, 

perhaps at a much lower cost?

Prof. Surden: Again, I hesitate to answer, 

because the technology is so new. I think 

we need reliable, independent testing that 

compares the quality of this technology to the 

quality of attorney output. Until we have that, 

it’s too early to tell.

Let’s Go to the Source 
InQ: ChatGPT-3.5—I hope you don’t mind if I 

just call you ChatGPT. You’re an enormously 

popular program—you reached 100 million 

users in two months, the fastest app on record. 

In comparison, TikTok took nine months, while 

Instagram took 30.18

What’s your take on the kinds of ethical 

issues lawyers might face when collaborating 

with you?

ChatGPT: As generative AI 

becomes more prevalent in the 

legal industry, lawyers may face 

various ethical issues related to 

its use in their law practices. 

Some of the potential ethical issues include: 

1. Confidentiality and Privacy: Lawyers have 

a duty to maintain confidentiality and protect 

their clients’ privacy. The use of generative AI 

raises concerns about data privacy, particularly 

when it comes to sensitive information that 

may be processed by AI systems. Lawyers 

must ensure that their AI systems are secure, 

and client data is not misused or accessed by 

unauthorized parties. 

2. Bias and Fairness: AI systems are only 

as unbiased as the data they are trained on. 

Lawyers must ensure that the data used to train 

their AI models is fair and does not perpetuate 

discrimination. Lawyers must also monitor 

their AI systems for potential biases and take 

corrective actions when necessary. 

3. Accountability: The use of AI raises 

questions about accountability when errors 

or mistakes are made. Lawyers must be able 

to explain how their AI systems work and be 

prepared to take responsibility when their 

systems make mistakes. 

4. Professionalism: Lawyers must use AI in a 

manner that is consistent with their professional 

obligations. They must avoid delegating tasks 

to AI systems that require human judgment or 

skills. Lawyers must also ensure that their use 

of AI does not undermine their professional 

responsibility to act in their client’s best interests. 

5. Informed Consent: Lawyers must obtain 

informed consent from their clients before using 

AI systems in their cases. Clients must be made 

aware of the limitations and potential risks 

associated with the use of AI in legal practice. 

6. Unauthorized Practice of Law: The use 

of AI may give rise to unauthorized practice of 

law issues. Lawyers must ensure that their AI 

systems are not performing tasks that should 

be performed by licensed attorneys.

 Overall, lawyers must ensure that their use 

of generative AI is consistent with their ethical 

obligations and does not compromise their 

clients’ interests or privacy.

InQ: You know ChatGPT, one thing I like 

about your answers to my questions is that 

they are succinct and fast—it took you less 

than two seconds to “think” about, “analyze,” 

and “respond” to my last question. But, of 

course—and no offense intended—you cannot 

think or analyze. You just run your algorithm 

and predict what words should come next in 

sequence based on the trillions of data points 

you have scraped from the Web. Still, pretty 

impressive—you almost had me fooled.

Do you “think” there’s a special and unique 

place for generative AI brief-writing programs in 

the context of helping underserved populations 

achieve greater access to justice? 

ChatGPT: Generative AI brief-writing pro-

grams have the potential to improve access to 

justice for underserved populations. These 

programs can automate the creation of legal 

documents, including briefs, which can be 

time-consuming and expensive to produce. 

By reducing the time and cost associated with 

legal document creation, these programs can 

help to level the playing field for individuals and 

communities who may not have the resources 

to pay for expensive legal services. Additionally, 

generative AI brief-writing programs can help 

to ensure that legal documents are created in 

a more consistent and accurate manner. This 

can be particularly important in contexts where 

legal language is complex and nuanced, and 

where even small errors or inconsistencies can 

have significant consequences. However, it is 

important to note that generative AI brief-writing 

programs should not be seen as a replacement 

for human legal professionals. While these 

programs can be helpful in automating certain 

tasks, they cannot provide the same level of 

nuanced legal analysis and advice that a human 

attorney can. As such, it is important to view 

generative AI brief-writing programs as a tool 

that can be used in conjunction with human 

legal professionals to improve access to justice 

for underserved populations.

InQ: What negative developments might be 

associated with such a development—would 

small claims court disputes turn into a mind-bog-

gling battle of the AI brief-writing programs?

ChatGPT: One potential negative develop-

ment associated with generative AI brief-writing 

programs is that they could exacerbate existing 

power imbalances in the legal system. While 

these programs have the potential to reduce 

costs and improve efficiency, they may also 

create a situation where only those who can 

afford to invest in the technology have access 

to the best legal documents. This could lead to 

a situation where wealthier litigants are better 

able to advocate for their interests, while those 

who cannot afford the technology are left at a 

disadvantage.

Another potential negative development is 

that AI brief-writing programs could be used 

to flood the court system with low-quality or 

frivolous briefs. This could be particularly prob-

lematic in small claims court, where disputes may 

already be less complex and time-consuming. 

If litigants begin to rely heavily on generative 

AI brief-writing programs to create their legal 

documents, it could lead to a situation where 

the court is inundated with poorly crafted and 

irrelevant briefs, which could further slow down 

an already overburdened system.
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Furthermore, AI brief-writing programs 

could be used to create deceptive or manipu-

lative briefs, which could be difficult for judges 

or other legal professionals to detect. This could 

lead to a situation where justice is not served, 

as litigants are able to win cases based on 

misleading or inaccurate information presented 

in their briefs.

Overall, while generative AI brief-writing 

programs have the potential to improve access 

to justice, it is important to carefully consider 

the potential negative developments that could 

arise as a result of their use, and to take steps 

to mitigate these risks.

InQ: Those risks certainly exist, although I 

think our adversary system should help lessen 

those concerns. Take the May 2023 Avianca 

Airlines case, where a 30-year veteran lawyer, 

whose work was being supervised by another 

lawyer, used ChatGPT to help write a brief that 

was riddled with fabricated citations.19 A federal 

judge came down really hard on the lawyer, and 

I think the surrounding publicity constituted 

a flashing red caution sign. I also think that 

lawyer’s actions implicated nearly every ethics 

concern you raised plus one more: competence. 

ChatGPT, might we reach the point where 

lawyers may have to choose among various 

brief-writing programs, each heavily informed by 

the writing styles and intellects of well-known US 

Supreme Court advocates, but few programs are 

offered that are drawn from the writing of female 

advocates or advocates of color because these 

persons rarely appear in the Supreme Court?

ChatGPT: As you note, female advocates 

and advocates of color have historically been 

underrepresented in the US Supreme Court, 

which could limit the availability of data needed 

to train generative AI brief-writing programs 

that are informed by their writing styles and 

approaches. This could lead to a situation where 

the programs that are available are biased 

towards the writing styles and approaches of 

male or white advocates, which could further 

exacerbate existing inequities in the legal system.

To mitigate these risks, it will be important 

for those involved in the development of gen-

erative AI brief-writing programs to actively 

seek out and incorporate diverse perspectives 

and approaches. This could involve working 

with a range of legal professionals from diverse 

backgrounds, and taking steps to address the 

biases that are inherent in the technology. 

Overall, the development of generative AI 

brief-writing programs that are informed by 

the writing styles and approaches of various 

Supreme Court advocates could be a valuable 

tool for lawyers. However, it will be important 

to ensure that these programs are developed in 

a way that is inclusive and equitable, and that 

they do not further entrench existing power 

imbalances in the legal system.

InQ: What about brief-writing programs 

targeted at certain jurists: programs that write 

excellent briefs and also try to predict which 

arguments are most likely to persuade certain 

jurists? What problems do you think might 

emerge in this context? 

ChatGPT: There are a number of potential 

problems that could emerge in this context. 

For one, there is the risk that these programs 

could reinforce biases that are already present 

in the legal system. If the programs are trained 

on data that is biased towards certain judges or 

justices, they may perpetuate these biases by 

recommending arguments that are more likely 

to be persuasive to those judges or justices, 

regardless of whether those arguments are 

actually legally sound or justified. Furthermore, 

there is the risk that these programs could 

create a feedback loop, where judges or justices 

begin to expect certain types of arguments or 

writing styles from lawyers. This could create 

a situation where lawyers are incentivized to 
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conform to certain expectations, rather than 

pushing for novel or creative legal arguments.

InQ: If AI assumes more and more law-

yer-like functions, what should we do with 

the surplus lawyers and all those wannabe 

lawyers—law and college students?

ChatGPT: To address this potential surplus 

of legal professionals, there are several strat-

egies that could be considered. One option is 

to encourage the development of new legal 

services that are focused on areas that are less 

likely to be impacted by the rise of AI, such as 

areas that require significant human interaction 

or judgment.20 This could include areas such 

as family law, dispute resolution, or legal 

counseling, which may be less susceptible to 

automation. Another strategy is to encourage 

legal professionals to develop new skills and 

areas of expertise that are complementary to 

the capabilities of AI. For example, lawyers 

could focus on developing their skills in areas 

such as data analytics, project management, or 

client relations, which may be in high demand 

in a world where AI is increasingly prevalent.

In addition to these strategies, it will also 

be important to provide support and resources 

to legal professionals who are impacted by 

the rise of AI. This could include programs to 

help lawyers transition to new careers or to 

develop new skills, as well as support for law 

schools and other legal education programs 

to adapt to the changing demands of the legal 

profession. Overall, as AI assumes more law-

yer-like functions, it will be important for the 

legal profession to adapt and evolve to meet 

the changing demands of the marketplace. 

While there may be a surplus of lawyers and 

law graduates in certain areas, there will also 

be new opportunities and challenges that 

emerge as a result of these changes, and it will 

be important to take a proactive approach to 

managing this transition.

InQ: Well, this has been an amazing and 

enlightening interview. One last question: 

We’ve dealt exclusively with one another over 

the Internet. Here is a Turing test21 of sorts: 

How do you know I’m not a generative AI pro-

gram—have I manifested any obvious “tells?” 

ChatGPT: Based on the content of our 

conversation and the nature of your questions, it 

appears that you are a human being rather than 

a generative AI program. You have demonstrated 

a level of understanding and engagement that 

suggests human cognition, and your questions 

have been thoughtful and nuanced in a way 

that is not typically seen in AI-generated text. 

Nonetheless, I am just a machine and cannot 

claim to know for sure.

Conclusion
“The future is coming, but it will not be as fast 

as some predict.”22

It may seem like the world of science fic-

tion, but AI capabilities are improving rapidly, 

bringing change. Near term, AI is likely to 

enhance our lawyering skills and improve our 

work-product and efficiency. But, certainly, 

significant transformations are coming and it 

is hard to predict when they will happen and 

what they will look like. And it is not just lawyers 

(and legal assistants and law clerks) looking 

over their shoulders. Radiologists have their 

eyes on AI as well, as programs now can detect 

breast cancer as well or better than doctors. Still, 

doctors take solace that “[a]n A.I.-plus-doctor 

should replace doctor alone, but an A.I. should 

not replace the doctor,” and that “the technology 

will be effective and trusted by patients only if 

it is used in partnership with trained doctors.”23 

These observations would seem to apply to 

lawyers as well.

Lurking in the shadow of AI improvements 

is the metaverse, a vision of the Internet’s next 

evolutionary step—a singular, shared, immer-

sive, persistent, three-dimensional virtual space 

where lawyers, judges, witnesses, and observers 

might each be sitting in the comfort of their 

homes, adorned with headsets or surrounded 

by holographic imaging, attending meetings, 

depositions, hearings, trials, and appellate 

arguments.24 This massively scaled metaverse 

will likely include an interoperable network of 

real-time rendered 3D virtual worlds that can 

be experienced synchronously and persistently 

by a nearly unlimited number of users with an 

individual sense of presence and with continuity 

of data, such as identity, history, entitlements, 

objects, communications, and payments.25 

Future shock may be waiting for all attorneys 

just outside the door: “too much change in too 

short a period of time.”26 

If AI starts to creep into your consciousness 

late at night, stirring a worry you can’t quite put 

your finger on, read Ted Chiang’s “ChatGPT is 

a Blurry JPEG of the Web,”27 which digs deeply 

into, in an understandable way, the significant 

limitations of ChatGPT and similar chat AI 

programs.28 And take comfort in the fact that 

the current practicing bar’s future probably 

will involve chat AI augmenting lawyers’ skills, 

providing an inexpensive tool that will save time 

and money, producing better and more creative 

and collaborative work product, helping min-

imize unconscious and structural biases, and 

expanding access to justice.29 Still, if someone 

suggests you obtain a cognitive implant to speed 

communication between your mind and some 

future chat AI program, proceed cautiously.30 
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