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Generative AI could help litigants who are unable to afford legal services. But the greater availability of 

AI carries risks, including the risk that generative AI resources intended for nonlawyers will provide inaccurate 

legal information or engage in the unauthorized practice of law. This article discusses that tension.

D
iscussions of machines engaging in 

the practice of law were the stuff of 

science fiction until just a few years 

ago. But the revolution in AI—most 

notably in generative AI—is forcing lawyers 

and judges to consider whether AI-powered 

websites and apps are capable of engaging in 

the practice of law.

This is a conversation worth having because 

free and low-cost generative AI tools have the 

potential to help close the access to justice gap 

by helping individuals with limited resources 

gain access to the legal system. Too many people 

cannot afford a lawyer to assist with everyday 

problems such as a threatened eviction, a 

divorce, or a persistent creditor. 

AI tools hold the potential to revolution-

ize access to justice by providing anyone 

with internet access a means to obtain legal 

information, better understand their legal 

options, and resolve their disputes quickly and 

economically.1 AI-powered resources, such as 

chatbots and document-assembly tools, can 

help self-represented litigants navigate their 

way through the court system or find a free or 

low-cost lawyer.

But machines cannot become members of 

the bar. And the same tools that hold so much 

promise in opening the courthouse doors to 

low-income individuals could cross the line 

into the unauthorized practice of law. 

This article explores the interplay between 

Colorado’s Unauthorized Practice of Law (UPL) 

Rules and efforts to develop AI tools to assist 

low-income individuals with legal problems.

The Unauthorized Practice of Law
Colorado, like other jurisdictions in the United 

States, bars nonlawyers from engaging in the 

unauthorized practice of law. Colorado criminal-

ized the unauthorized practice of law in 1905.2

Under the Colorado Constitution, the Colo-

rado Supreme Court has the “exclusive authority 

. . . to regulate and control the practice of law 

in Colorado.”3 The Court has explained that 

“[t]he purpose of the bar and our admission 

requirements is to protect the public from 

unqualified individuals who charge fees for 

providing incompetent legal advice.”4 The Court’s 

authority to accomplish this goal “includes the 

power to prohibit the unauthorized practice of 

law and to promulgate rules in furtherance of 

that end.”5 The Court has further emphasized 

that it “impose[s] high standards on members of 

the legal profession to insure faithful observance 

of the high moral standards embodied in our 

Code of Professional Responsibility.”6

To provide guidance regarding the bound-

aries of the unauthorized practice of law, the 

Court promulgated the UPL Rules, which define 

conduct constituting the practice of law and 

prohibit the unauthorized practice of law.7 

The purpose of the UPL Rules is to protect the 

public and the integrity of the legal system 

from unqualified individuals who provide 

incompetent legal services.8 

The preamble to the UPL Rules specifies 

four reasons for prohibiting the unauthorized 

practice of law:

1.	protecting the public by ensuring that 

people who assist others with legal mat-

ters have sufficient competence to avoid 

harming the liberty interests and property 

rights of those they assist;

2.	safeguarding the justice system and 

conserving limited judicial resources by 

ensuring that only qualified people assist 

others before tribunals;

3.	educating the public about what consti-

tutes the unauthorized practice of law; and 

4.	providing the public with access to the 

justice system at a reasonable cost by 

permitting nonlawyers to provide limit-

ed-scope legal representation in certain 

circumstances.9

The UPL Rules provide a non-exhaustive list 

of actions that constitute the “practice of law”:

1.	protecting, defending, or enforcing the 

legal rights or duties of another person;

2.	representing another person before any 

tribunal or, on behalf of another person, 
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drafting pleadings or other papers for any 

proceeding before any tribunal;

3.	counseling, advising, or assisting another 

person in connection with that person’s 

legal rights or duties;

4.	exercising legal judgment in preparing 

legal documents for another person; and

5.	any other activity the Supreme Court 

determines to constitute the practice 

of law.10

But determining what acts constitute the 

practice of law is not always easy.11 While 

recognizing the difficulty of formulating and 

applying an all-inclusive definition of the 

practice of law, the Supreme Court has stated 

that “generally one who acts in a representative 

capacity in protecting, enforcing, or defending 

the legal rights and duties of another and in 

counselling, advising[,] and assisting [them] 

in connection with these rights and duties is 

engaged in the practice of law.”12 

In Colorado, persons who engage in the 

unauthorized practice of law are subject to in-

junction proceedings13 and punitive sanctions.14

The Access to Justice Gap
The lack of low and no-cost options available 

to help self-represented litigants resolve their 

legal problems is one of the greatest challenges 

facing litigants, the bar, and courts across 

the country. A 2021 survey  indicated that 

nationally, low-income households receive little 

or no legal help in resolving about 92% of civil 

legal problems that substantially impact their 

lives.15 Notably, nearly 75% of these households 

experienced at least one legal problem in the 

past year.16 Household income also impacts the 

likelihood of resolving a legal problem if one 

arises. Americans with a household income of 

$25,000 or less see complete resolution of their 

legal problems at a rate of only 44%.17 

Recent statistics in Colorado are equally 

grim: last year, roughly 98% of defendants in 

county court civil cases, nearly 40% of district 

court civil litigants in cases outside family law, 

and about 75% of parties in domestic relations 

cases did not have lawyers.18 For almost all pro 

se litigants, this is not a matter of choice. Rather, 

most people who represent themselves in the 

Colorado courts can neither afford a lawyer 

nor obtain representation from Colorado Legal 

Services or a pro bono lawyer.19 

The Revolution Has Begun
Until recently, the powerful AI tools in wide-

spread use today were the stuff of science fiction. 

Now, a generative AI tool can answer questions 

in seconds on seemingly any topic, draft text 

in prose or poetry, mimic the style of famed 

authors, generate images and videos, and even 

engage in conversation.20 

Generative AI resources such as ChatGPT-4, 

a state-of-the-art generative AI tool, are trained 

using large language models (LLM) to recognize 

and generate text.21 LLMs use massive data 

sets that, through a form of machine learning 

known as deep learning, teach the program 

how characters, words, and sentences function 

together.22 

When training a deep learning model algo-

rithm using huge volumes of data, the algorithm 

performs and evaluates millions of exercises to 

predict the next element in a sequence.23 The 

training creates a neural network of parameters 

that can generate content, such as words, images, 

and a command in a line of code, autonomously 

in response to prompts.24 As one judge explained 

using less technical language, “drawing on its 

seemingly bottomless reservoir of linguistic 

data,” an LLM that underlies a user interface like 

ChatGPT “learns what words are most likely to 

appear where, and which ones are most likely 

to precede or follow others—and by doing so, 

it can make probabilistic, predictive judgments 

about ordinary meaning and usage.”25

The key to creating effective LLM technology 

is in selecting appropriate materials for the data 

set, because a training set that includes materials 

containing toxic language can generate toxic 

outputs.26 Thus, a generative AI tool taught using 

a data set comprised of social media postings 

will produce very different results from one 

taught with the contents of law libraries. As one 

commentator noted, “Legal scholars use the 

phrase ‘bias in, bias out’ to illustrate the problem 

that occurs when you train an algorithm on a 

biased dataset: it will produce biased outputs.”27 

The data sets underlying a generative AI tool, 

however, are not necessarily transparent to 

the user; some AI developers consider their 

data sets proprietary.28 Accordingly, the user 

of generative AI must be wary of biases and 

inaccuracies attributable to the materials with 

which the tool was trained.29

Biases in data sets can reflect those that 

exist in society, leading to serious unintended 

consequences. For example, some law enforce-

ment agencies have used AI-powered systems 

to make predictions regarding the incidence of 

criminal activity and, thereby, to generate leads 

and decide where officers should be deployed.30 

But police departments’ overreliance on AI can 

result in policies premised on bias, such as 

racial profiling, rather than on historical facts.31 

Similarly, if the data used to train a recidivism 

prediction algorithm are biased because they 

reflect a system where Black men are dispro-

portionately likely to be arrested, charged with, 

and convicted of crimes, then any outputs 

of the algorithm will be similarly biased and 

will—inaccurately—predict that Black men are 

more likely to reoffend.32

Companies’ efforts to use AI to help with 

hiring have similarly revealed the biases that 

can exist in training data. Between 2014 and 

2017, Amazon attempted to build a tool that 

would rate top job candidates.33 Its program-

mers eventually realized, however, that the tool 

disproportionately preferred male applicants. 

It even penalized applications that referenced 

“women.”34 This, they learned, was because the 

algorithm was trained with Amazon applicant 

data from the prior decade, when the applicants 

were disproportionately male.35

Further, generative AI tools intended for the 

general public are not currently trained with data 

sets containing comprehensive, accurate legal 

resources. They are not consistently reliable legal 

research tools because they do not always provide 

the correct answers to legal queries and may 

even make up case names and citations when 

they do not know the answer to a question.36

Robots to the Rescue
These shortcomings aside, for people who 

cannot afford an attorney and who struggle to 

navigate our complicated system of justice, these 

are promising times. AI bots, with their human 

language-like fluency, are already enabling 

greater access to legal information and even legal 
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advice. Generative AI tools like Google’s Gemini, 

Microsoft’s Copilot, Anthropic’s Claude, and 

OpenAI’s ChatGPT-4 are genuine game changers 

for millions of people. With AI’s astonishing 

speed and user-friendly interfaces that move 

far beyond traditional internet search tools, 

nonlawyers can now prompt a “conversation” 

with a chatbot to ask any number of legal ques-

tions—from how to file a small claims case in 

Denver or Grand Junction or Lamar to how to 

defend an eviction action. 

Someone who cannot afford to hire an 

attorney can readily file for dissolution of 

marriage, prepare for mediation, or draft a 

separation agreement with the help of AI. For 

instance, ChatGPT-4 can tell a litigant which of 

Colorado’s 100-plus family law self-help forms to 

complete to file for dissolution of marriage, and 

it even can describe how to fill out the forms.37 

Other generative AI applications can explain 

what mediation is and what it typically entails. 

Additionally, they can suggest what types of 

documents and information a litigant may want 

to take to a mediation. An earlier version of 

ChatGPT also reportedly generated separation 

agreements when prompted to do so.38 

AI entrepreneurs, sensing market demand, 

have been busy developing applications to help 

lawyers and nonlawyers alike. Some of these 

apps may—perhaps—even replace lawyers.39 

The prospect of “AI giving legal advice [is] very 

real.”40 For example, the Colorado Legal Services 

website links to “Divorce Pro,” an AI-powered 

online tool that Professor Lois Lupica and her 

team at the University of Denver Sturm College 

of Law developed for self-represented parties 

in uncontested dissolution of marriage cases.41 

In addition, an engineer and a librarian 

founded Courtroom5, a company that offers an 

AI tool to assist pro se litigants with their legal 

matters. According to the company’s website, 

the tool “uses simple AI to assess patterns in 

past cases and recommend next steps in a user’s 

own case, including filing documents, making a 

counterclaim or challenging the case entirely.”42 

The company reports that self-represented 

parties have used Courtroom5 “in cases of 

home foreclosure, medical debt and difficult 

divorce.”43 Courtroom5 has also sought to expand 

its services, reporting that it was working on “a 

generative AI chatbot based on anonymous case 

records held in its own database.”44 Courtroom5 

claims to be available in all 50 states. Notably, 

and despite the AI tools it offers to assist litigants, 

the company’s website contains this disclaimer: 

“Courtroom5 is not a law firm, does not provide 

legal advice or legal services, and is no substitute 

for a lawyer.”

Self-Represented Litigants’ 
Use of AI and UPL Concerns
Not surprisingly, this increased access to legal 

information and legal advice through techno-

logical tools presents the risk that the tool—or 

its creators—will engage in the unauthorized 

practice of law.45 One AI application, for instance, 

once marketed itself as the home of the world’s 

first robot lawyer, an intriguing idea to be sure.46 

But what exactly does that mean? Robots are 

not lawyers, and they are definitely not licensed 

to practice law (at least not yet), and AI is not 

infallible—even when used by lawyers. 

For this reason, the legal profession needs 

to draw a distinction between AI tools that are 

designed to assist individuals with legal matters 

and general AI tools that are not trained to 

provide responses regarding the law. The latter 

can lead both unwitting lawyers and nonlawyers 

astray. While general AI tools may not raise UPL 

concerns, if not used properly, they could harm 

individuals’ ability to represent themselves 

effectively.47 

How many nonlawyers looking for legal help 

will understand AI’s limits? How many will grasp 

that, when asked a legal question, generative 

AI is likely to respond quite confidently, even 

if the answer contains errors, hallucinations, 

falsehoods, or biases?48 The lawyers for the 

plaintiff in Mata v. Avianca Inc. were the first 

to be sanctioned for filing a brief drafted by 

generative AI that contained “hallucinated” 

case citations and quotations.49

They, unfortunately, were not the last. Many 

similar cases involving the use of generative AI to 

draft pleadings without the type of cite checking, 

editing, and proofreading needed have arisen 

since then,50 including here in Colorado.51 

It is unclear how, or even if, nonlawyers 

relying on generative AI for legal assistance will 

be able to tell good advice from bad. This, in turn, 

risks placing a burden on already overburdened 

courts, as they work to tease out what is real 

case law and what is a hallucination in court 

filings. Indeed, courts may well see an uptick in 

AI-generated pleadings that appear persuasive 

but that are slightly or even deeply flawed.52 

Other challenges involve the unwitting loss 

of privacy and the unintended potential waiver 

of confidentiality. For example, a nonlawyer may 
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not realize that any personal or confidential 

information disclosed to a generative AI tool 

could be used for the application’s data train-

ing (based, presumably, on the application’s 

licensing agreement, which frequently explicitly 

provides for just this). Once disclosed, does this 

information lose its protections from production 

to a legal adversary?53 What recourse does a 

nonlawyer have for assessing legal questions 

based on specific, confidential information 

if the available platform is not confidential? 

Thus, generative AI presents new risks that 

nonlawyers seeking legal help will be exposed 

to incompetent information or even fraud. But 

overreacting to the challenges of AI by imposing 

an overly narrow reading of the UPL Rules could 

stifle the development of AI tools that would 

benefit litigants who cannot afford a lawyer. 

While no published Colorado case addresses 

the intersection between the UPL rules and the 

use of generative AI, recent examples from other 

jurisdictions show how AI developers got into 

scrapes with state UPL regulators. 

In Florida Bar v. TIKD Services LLC, for 

instance, the Florida Supreme Court concluded 

that the respondents—who operated a website 

and mobile application through which drivers 

could receive legal assistance in resolving traffic 

tickets—were in the business of selling legal 

services to the public and thus were engaged 

in the unauthorized practice of law.54 The Court 

accordingly enjoined the company from doing 

business.55 

Similarly, in California, an AI startup called 

DoNotPay, the company that once touted its 

product as the first robot lawyer, was prepared 

to have an AI-powered bot argue on behalf 

of a defendant in a traffic case in February 

2023.56 The company planned to have the 

defendant wear smart glasses to record the 

court proceedings and to dictate responses 

to the court’s questions into the defendant’s 

ear from a small speaker.57 The system relied 

on text generators, including ChatGPT and 

DaVinci.58 According to DoNotPay’s CEO, 

however, as word got out about the product, 

multiple bar organizations threatened the 

company under their respective states’ UPL 

rules.59 After letters from regulators poured in, 

some including threats of criminal prosecution, 
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the company decided to move on to less risky 

business opportunities.60 

At least one company, Augrented, which 

initially used ChatGPT-3 to assist renters with 

legal matters such as “eviction prevention,” 

purported to steer away from “the UPL quagmire 

by making it clear that the app does not replace 

the need for an attorney in some situations.”61 

Augrented later changed business models and 

now provides renters with information about 

landlords in New York, Los Angeles, and San 

Francisco.62

In contrast, other states welcome innovators 

who offer technology targeted to consumers of 

legal services. For example, the Utah Supreme 

Court created the Office of Legal Services 

Innovation, which regulates nontraditional legal 

businesses and legal services, and operates a 

“sandbox”—a mechanism used to foster and 

monitor innovative methods of delivering 

high-quality, affordable legal services to those 

underserved by the current legal markets.63 The 

Court even indicated that it may allow alter-

native legal providers, including nonlawyers, 

to practice law in the “sandbox,” under the 

watchful eye of the Office of Legal Services 

Innovation.64

In July 2023, due to the absence of clear 

guidance in Colorado regarding the dividing 

line between technological tools intended to 

assist self-represented litigants and conduct 

that constitutes the unauthorized practice of 

law, the Colorado Supreme Court asked the 

Advisory Committee on the Practice of Law to 

evaluate the UPL Rules and consider whether 

to recommend AI-related amendments to those 

rules.65 Six months later, by letter dated January 

18, 2024, the Access to Justice Commission 

requested that the Court review the UPL Rules 

“to determine if revisions should be made to 

accommodate technological advances that will 

impact the practice of law and access to justice.” 

The Commission expressed concern that 

the UPL Rules “may block the adoption of 

new technologies in Colorado for use in the 

legal system.” In particular, the Commission 

pointed to the language of UPL Rule 232.2(c)

(9) stating that “[t]he unauthorized practice 

of law by a nonlawyer includes . . . [o]wning or 

controlling a website, application, software, bot, 

or other technology that interactively offers or 

provides services involving the exercise of legal 

judgment.” The Commission said that other 

UPL Rules “may also create impediments to 

the adoption of new technologies for use in 

the legal system.” The Colorado Supreme Court 

then formed a subcommittee of the Advisory 

Committee on the Practice of Law to consider 

possible AI-related amendments to the UPL 

Rules. Its work continues as of this writing.

Conclusion
AI, and in particular generative AI, offers the 

promise of expanding public access to the legal 

system to those who cannot afford a lawyer. 

While doing so creates the risk that a technolog-

ical tool will cross the line into the unauthorized 

practice of law, the Colorado Supreme Court’s 

establishment of an AI subcommittee of the 

Advisory Committee on the Practice of Law is 

an important first step in evaluating how the 

Court may best provide meaningful guidance 

to innovators who seek to close the access to 

justice gap through technology. That work and 

the ever-expanding availability of generative AI 

resources for nonlawyers will require diligence 

and education to balance access to justice 

against the risks that AI presents, including 

the risk that an AI tool will engage in the un-

authorized practice of law. 
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