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C
apable artificial intelligence is 

dangerous. It is other things, too. 

Productive. Enabling. Interesting. 

But, dangerous. We are the first 

generation to use widespread forms of AI that 

can mimic human language and reasoning 

patterns sufficiently well enough to fluently 

communicate with us. Some can even use the 

same software tools we do to interact with the 

world. It is up to us to decide how to use AI safely.

In the introduction to his book The Rest of 

the Robots, author Isaac Asimov looked forward 

optimistically to the point in time where we had 

reasoning machines that he called “robots”:

Knives are manufactured with hilts so that 

they may be grasped safely, stairs have ban-

isters, electric wiring is insulated, pressure 

cookers have safety valves—in every artifact, 

thought is put into minimizing danger. 

Sometimes the safety achieved is insufficient 

because of limitations imposed by the nature 

of the universe or the nature of the human 

mind. However, the effort is there.

. . . 

As a machine, a robot will surely be designed 

for safety, as far as possible. If robots are so 

advanced that they can mimic the thought 

processes of human beings, then surely the 

nature of these thought processes will be 

designed by human engineers and built-in 

safeguards will be added. The safety may 

not be perfect (what is?), but it will be as 

complete as men can make it.1 

As we grow closer to software that can rival 

the competence of humans at achieving goals, 

it is now time for lawyers, regulators, and others 

who have a role in writing and executing the 

rules of our society to put in “the effort” and 

make the safety as complete as they can make it.2

This effort is already in progress. Colorado 

has adopted new laws requiring safety testing 

and reporting requirements for any AI that is 

used to determine access to housing, insurance, 

or other services.3 Though it was not signed 

by the state’s governor, California’s legislature 

passed a different law imposing requirements 

on autonomous AI of certain sizes to guard 

against more existential risks such as “mass 

casualties.”4 But not everyone is on the same 

page. The two different laws exemplify a rift in the 

AI safety community. The Colorado laws focus 

on the short-term danger of discrimination on 

people today, a position typical of the so-called 

“AI Ethics” camp, which tends to focus on AI’s 

ability to promote social injustice. Conversely, 

the California bill has a broader focus including 

existential risks of widespread disruption or 

death, a position typical of the so-called “AI 

Alignment” camp, which tends to focus on AI’s 

long-term threat to our civilization. While the 

borders between the two are blurry, there are 

people within each camp who view the other 

with skepticism or hostility. In truth, they have 

more in common than they realize, and the 

best solutions to mitigate the dangers of AI 

will help both.

The General Alignment Problem
Other than misuse by human actors, the main 

danger of AI is allowing software to make deci-

sions that impact the real world because those 

who create models have only indirect control 

over their development and do not understand 

exactly how those decisions are being made. 

Modern AI is a product of machine learning, 

a technique used to train software to perform 

a task without programming the explicit steps 

used to perform that task.5 Instead, the software 

is presented with a target, often a vast amount 

of training data or a training environment, an 

initial guess as to a mathematical model that 

will match that target, and an algorithm for 

determining how far off, or how much error, 

there is between the guess and the target.6 

The guess is iteratively adjusted to reduce that 

error. This process is automatic, repeats an 

astronomical number of times, and may then 

be supplemented by further reinforcement 

learning through human feedback or otherwise 

until the mathematical model is effective at 

achieving its target. 

The Problem of Designing 
Systems Based on Targets
These models are fantastically complicated and, 

since no one explicitly designed them or knew 

how to do so, the developers generally cannot 

explain their functioning in real time. It is not 

clear what kind of algorithms, relationships, or 

decision-making are congruent to the structure 

of the model. All that can be said is that the 

model is effective at achieving its target. As 

any policymaker knows, however, meeting a 

target is not always the same thing as what you 

may want. Goodhart’s law, named after British 

economist Charles Goodhart, holds that “when 

a measure becomes a target, it ceases to be a 

measure.”7 

A classic example of this principle in action 

was an attempt by the occupying French to 

eliminate rats infesting Hanoi.8 Seeking to 

encourage people to hunt down the rats, the 

French government offered a cash bounty 

on each rat tail turned in.9 The target was the 

number of rat tails, which was intended to 

measure the number of killed rats. Intelligent 

locals simply started farming rats to harvest their 

tails.10 The reward for meeting the target meant 

that the target stopped being a good measure. 

This problem arises in many different areas. 

Emissions testing creates an incentive to game 

the test rather than make fuel-efficient cars.11 

Overreliance on standardized testing creates 

an incentive to focus on test-taking strategies 

rather than obtain a robust education.12
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In the case of AI, the self-interested economic 

actor is replaced with mathematical functions 

that reduce error. But the problem remains. 

The error function only cares about the specific 

target or training environment specified, not 

the designer’s real-world generalized goals. 

The training process can be brutally efficient at 

finding the best way to meet its targets, even if 

the methods developed are not at all what the 

developer had in mind.  

Outer Alignment Problems
There are several places where the model’s 

behavior can drift away from, or become mis-

aligned with, the developer’s intention. To begin 

with, the target may not correctly capture what 

the developer intends. For example, when Ama-

zon tried to use an AI tool to identify successful 

hiring candidates by feeding it résumés and job 

success information, it was using past informa-

tion about successful candidates as the target. 

The training process identified correlations 

between success rates and the gender of the 

applicants.13 The training process was agnostic 

and ignorant of the historical biases warping its 

training data and simply produced a result that 

described what it was shown even though that 

was probably not what the developer intended.

This problem generalizes beyond trivial 

examples where the target is a bad measure 

of the developer’s goals. It has the potential to 

occur any time the target during training (the 

training environment) differs from reality.14 This 

is probably always going to be the case because 

the training environment is by definition a 

subset of all of creation and because it must be 

expressed in a mathematical form for training 

purposes.15 For example, large language models 

(LLMs) receive training on human feedback that 

encourages them to predict what the human will 

like, which is not necessarily the same thing as 

providing truthful answers.16 

Inner Alignment Problems
Another point of risk stems from the developer’s 

lack of control over how a model goes about 

meeting its goals. From the outside, the model 

is being optimized to reduce error on hitting its 

targets. This is known as the “base optimizer.”17 

In the case of an LLM, the base optimizer is 

the process, external to the model itself, that 

evaluates the model’s output during training 

and improves performance by reinforcing 

good output and discouraging bad output. 

One example of this is reinforcement through 

human feedback, where humans (sometimes 

indirectly) rank the quality of the LLM’s output, 

encouraging high-scoring output and discour-

aging low-scoring output. The risk comes from 

the fact that this process only cares about the 

scores of the outputs, not how a model was 

able to generate them. No programmer dictates 

exactly what algorithms are created inside the 

model to effectively meet the target. That is 

the point; the machine learning process itself 

encourages the development of an unknown 

algorithm for solving the problem.

But machine learning itself is an algorithm. 

So, it is possible that by encouraging the model 

to produce high-quality results, the model 

might actually generate its own internal ma-

chine-learning process or something logically 

similar. Indeed, this might be an expected 

outcome if that is the best way for the model to 

maximize success. This is called a “mesa-opti-

mizer.”18 When this occurs, the model’s internal, 

mesa-optimizer may be choosing its output 

based on something different from what the 

base optimizer is actually trying to encourage 

if that different thing is a fast or reliable way 

to get rewarded in training. This can lead to 

unpredictable behavior.19

This concept is a bit esoteric, and so an 

analogy may help. Consider biological evo-

lution.20 Natural selection is essentially a 

mathematical process by which reproductive 

success determines the prevalence of alleles in 

the next generation. This is analogous to a base 

optimizer with fitness for the environment as 

the target. In many cases, organisms shaped 

by this base optimizer appear to follow simple 

rules, or heuristics, like “grow upwards” or 

“hide from the light.” Like a coffee mug does 
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its job of holding coffee, they may meet the 

goals of the base optimizer without having an 

internal mesa-optimizer trying to maximize 

something else. 

Humans, however, have developed me-

sa-optimizers. Our unprecedented brains were 

maximized by the base optimizer because it 

made us fit for the environment, apparently. But 

those brains often follow totally different internal 

goals. They may have satisfied the base optimizer, 

at least at first, but once they developed, we now 

use them to do things “completely novel from 

the perspective of the evolutionary process, 

such as humans building computers” or creating 

legislation to control those computers.21 Put 

another way, our individual objectives are not 

the same as the objectives of natural selection. 

The mesa-optimizer ended up not just solving 

the problem the base optimizer was designed to 

solve, but also engaging in a bunch of behaviors 

that were not intended or anticipated.

The Disagreements 
Between the Two Camps
Problems with inner or outer alignment threaten 

to lead to undesirable or unpredictable behavior. 

But what kind of bad behavior should we be 

most worried about and working to prevent? 

This question appears to be a point of contention 

in the AI community.22

“AI Ethics” Critiques of “AI Alignment” Dangers
As noted above, the AI Ethics camp studies 

“how the application of pattern matching at 

scale impacts people and social systems” and 

looks for biases and unfairness against gender, 

race, or class.23 It focuses on the kind of issues 

that are addressed in Colorado’s AI law, such as 

mitigating AI systems that discriminate against 

protected classes.

Many of its concerns therefore do not relate 

to the mechanics of AI but rather to the choices 

of those who control it. An algorithm or AI 

system can certainly be used to consolidate 

inequities and mask improper behavior. For 

example, the US Department of Justice and the 

attorneys general of eight states recently filed 

an anti-trust suit against RealPage, a company 

that used algorithmic pricing software to rec-

ommend rental rates based on data supplied 

by landlords.24 In their complaint, plaintiffs 

allege that this conduct constitutes an unlawful 

scheme to coordinate rental housing prices 

and decrease competition among landlords.25 

These concerns are valid. But some voices 

in the AI Ethics camp expand these legitimate 

concerns into open disdain for those in the AI 

Alignment camp, who tend to focus on other, 

existential risks. Emily Bender, a prolific writer in 

this area, does not even consider AI Alignment 

to be serious scholarship at all, merely “fantasies 

of white supremacy.”26 She argues that it is 

improper to conceive of “intelligence” as a 

“singular dimension along which humans can 

be ranked—alongside computers” and that this 

is “rooted in the racist notions of IQ.”27 

Less inflammatory critiques of AI Alignment 

point out that resources and attention are limited 

and should be spent focusing on AI Ethics 

concerns.28 Worries about the existential dangers 

posed by AI can easily be used to create hype by 

overplaying how important and powerful the 

systems are today, which benefits the companies 

seeking to profit from AI.29 Some hold a sense of 

deep suspicion that concerns about existential 

dangers “risk[] becoming a Trojan horse for the 

vested interests of a select few.”30 At the extreme, 

Bender dismisses all worried about catastrophic 

risk as mere “hype” designed to make profit.31

“AI Alignment” and Catastrophic Risks
Yet, it is possible for a problem to be both real 

and in the temporary interest of profit-seeking 

companies. There is no question that companies 

profiting from AI are over-hyping the immediate 

capabilities of the software.32 They have an 

interest in doing so, and naturally any claims 

they make should be taken with a grain of 

salt. But the underlying risks come not from 

Open AI’s marketing department but from the 

observations of the computer scientists who 

have experience with the mathematics and 

behavior of models. The warnings about AI 

may have been amplified to entice money from 

corporations and private equity, but they did 

not start in the boardroom.

Put another way, it is not particularly mean-

ingful that a CEO like Elon Musk signed the 

2023 open letter advocating for a pause on AI 

research.33 But it is meaningful that computer 

scientists like Stuart J. Russell and John J. Hop-

field did so. It is not particularly meaningful that 

Sam Altman warned Congress that his company’s 

product was as dangerous as nuclear weapons. 

But it is meaningful that Douglas Hofstadter, 

an AI researcher and Pulitzer-Prize-winning 

author in the area,34 is “terrified” of the success 

of LLMs.35 

The key to understanding AI danger in its 

un-hyped form is to reject anthropomorphisms. 

AI need not have anything resembling human 

intelligence, consciousness, or sentience to 

pose a catastrophic risk. No linear definition 

of “intelligence” as a scale ranking humans 

or machines is required. There are some un-

comfortable associations between intelligence 

research and unsavory race theories, as the AI 

Ethics camp points out,36 but the existential 

risks posed by AI do not rely on them. They rely 

merely on AI being misaligned with human 

interests, capable of predicting how to achieve 

some objective, and capable of acting to do 

so.37 A system as trivial as a dead man’s switch 

becomes catastrophically dangerous if given 

the capability of launching nuclear weapons.38 
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The major worry concerning AI is that, at least 

in the domain it is trained on, the system may 

be better at predicting and creating its own 

outcome that humans are. An AI tool trained to 

superhuman levels of hacking, code-breaking, 

or even spam email creation need not have 

sentience to outmaneuver humans any more 

than a chess-playing AI does. Capability, not 

anthropomorphic intelligence, is the issue.

A well-behaved, capable model might not be 

itself existentially dangerous. But we do not yet 

know how to guarantee good behavior. Worse, 

there are reasons to suspect that dangerous 

alignment problems might be mathematically 

likely to emerge. AI models might tend toward 

certain kinds of goals regardless of what the 

actual goal of the training may be. Consider 

humans.39 Each individual has their own par-

ticular goals and may be doing unique things 

to “optimize” the world around them or reach 

those goals. Someone may want to write the great 

American novel, foster a close relationship with 

family, or collect Magic: The Gathering Cards. 

And yet, we can predict that most people would 

be happy to accept a large amount of money 

if offered. Why? Because for most other goals, 

having more money is helpful to achieving 

that goal. Getting resources is instrumental to 

achieving many different kinds of goals, and so 

it is a “convergent instrumental goal.” 

One major alignment concern is that re-

gardless of the intended behavior, a sufficiently 

sophisticated AI will develop these kinds of 

convergent instrumental goals.40 Worse, these 

goals probably would include such things as 

resource-acquisition (more resources makes 

it easier to achieve your goals) and self-preser-

vation (you are unlikely to achieve your goals 

if you are turned off) that seem more likely to 

motivate the AI to do things its developers do not 

want. As a trivial example, if you are training an 

AI tool to play Pac-Man, regardless of whether 

your target is a high score, colleting all the fruit, 

the time on the game clock, or so on, keeping 

the player alive by avoiding ghosts is going to 

improve performance on all of those tasks.41 

Emergence of these kinds of alignment prob-

lems may be difficult to spot not only because 

the model is opaque but also because the model 

itself may conceal its internal goals if its model 

is sophisticated enough.42 Very generally, this 

requires a model that has developed an internal 

misalignment but is sophisticated enough 

to include in the model the fact that it must 

perform a certain way to reach “deployment,” 

or access outside of its training environment, 

to pursue those goals. If this occurs, several 

researchers have demonstrated that the model 

is capable of deception by acting differently 

before deployment.43 These problems sound 

like science fiction only because we have not 

yet faced a sufficiently capable and misaligned 

model yet. 

These alignment issues are more or less 

worrisome depending on the capabilities of 

the model. Is AI safe so long as we do not 

foolishly connect it to the stock market, nuclear 

arsenals, or other consequential systems? For 

now, probably. But the ultimate concern of 

the AI Alignment camp—and one that the AI 

Ethics camp does not share—is the worry over 

a “takeoff.” If an AI tool becomes capable of 

improving its own architecture and training, 

it may enter a feedback loop of exponential 

improvement in its capabilities.44 Whatever the 

original goals of the AI were, they would then be 

presumably amplified into even more capable 

models, eventually surpassing a human’s ability 

to control it. Like a chess-playing AI tool is 

guaranteed to defeat a human player, an AI tool 

that’s sufficiently advanced to view reality as the 

chessboard will also be guaranteed to defeat a 

human, or so the argument goes. 

It remains to be seen if this is possible 

autonomously.45 This is a large reason why 

those in the AI Ethics camp argue that the risk 

is too remote to take seriously. But there are 

already examples of human researchers using 

AI tools to improve their own capabilities46 

and troublingly little explanation for why that 

process itself could not be automated. Similarly, 

while most AI tools in use at the moment are 

trained on specific datasets and are somewhat 

limited to the domains in which they are trained, 

companies are working on multi-modality 

allowing AI to train on images, sounds, text, 

or other information.47 At some point, it seems 

feasible for training (or, perhaps more likely, 

fine-tuning) to be based on sampling sensory 

data from the real world. The ultimate fear is 

a self-improving system that trains on such 

diverse data that its model is very close to reality.

Remember that none of this relies on AI 

being “intelligent.” An inner-alignment problem 

resulting in a convergent instrumental goal that 

the developer did not intend does not necessarily 

mean that the AI “wants” that thing. Like Philip 

K. Dick’s Golden Man, an unthinking machine 

that can correctly predict what happens next 

can still be extremely dangerous.48 OpenAI’s 

latest model, for example, is pretty far from a 

superintelligence. And yet, there are reports 

that this model was able to break out of a vir-

tual environment in which it was contained 

to accomplish its goal.49 An AI model does not 

have to be omniscient to be dangerous; it simply 

has to be slightly more capable than humans.50

The Solution for Both Ethics 
and Alignment Is Interpretability
It is unfortunate that healthy skepticism for 

AI hype has been transformed by some into 

antipathy for those worried about catastrophic 

risks, because the way to make short-term 

progress on protecting from the dangers of 
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AI (present and future) is probably the same: 

interpretability. Since the algorithm developed 

by machine learning was not specified in ad-

vance, developers of AI do not, in general, know 

what is going on in a model between input and 

output. “Interpretability” refers to being able to 

interpret what the model is doing in real time 

as it processes input as well as to explain why 

a model produces the output it does. Whether 

AI is being misused by malicious actors, has 

been misaligned by a poor choice of target, 

or has developed an internal mesa-optimizer 

with a convergent instrumental goal, in each 

case a solution starts with understanding how 

and what the model operates.

The common ground of those worried about 

harm today and harm in the future is evident in 

the Colorado and California laws. Even though 

they seem motivated by different dangers, 

both include extensive reporting and testing 

requirements on AI systems. The California law 

requires a developer to adopt a testing protocol 

with detailed information about the model and 

its capabilities and provide these details to the 

attorney general.51 The Colorado laws contain 

requirements for similar testing, documentation, 

and disclosures.52 These statutes are very much 

on the right track, focusing on the need to test 

and document the model as the first step in 

guarding against dangers. 

They fall short, however, because the tech-

nology needed to effectively carry out safety 

testing and monitoring probably does not yet 

exist. This kind of research is ongoing,53 but it 

is not trivial. In the case of LLMs, some people 

may believe that the inner workings of the model 

are discovered simply by typing questions to 

the model, like a human psychiatrist asking a 

human patient about her mother. Not so. That 

kind of inquiry merely tests the output of the 

system and is probably insufficient because 

it samples only a tiny number of outputs and 

relies on the mushy and possibly deceptive 

language understood by the human reading it.54 

True interpretability research means knowing 

the mathematical function of the key internal 

components of the model, to some extent.55 

There is hope for interpretability research. The 

individual components involved in making 

decisions in an AI model can be readily observed 

as they process in a computer. Interpreting the 

meaning of AI decision-making is probably not 

an impossible problem.56 But it is difficult, and 

there may be a race between solving interpret-

ability and the emergence of more capable AI.

The next step for policymakers should be 

prioritizing this kind of research, whether 
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